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Abstract Dense triangular mesh is required to represent
fine wrinkle details, which leads to heavy cost of storage
and network transmission payload for cloth animation. This
paper describes a simple and efficient compression method
based on the nearly inextensible property of cloth, whose
main degrees of freedom are the dihedral angles. Given a
single frame as the reference, we build a local cylindrical
coordinate system and encode the vertex as three channels:
dihedral angle, change of radius and height w.r.t. the ref-
erence. The values of latter two channels are close to zero
due to the inextensibility of cloth, which helps for a high
compression ratio. Compared with previous approaches, our
method can achieve a higher compression ratio with lower
computational cost.

Keywords Data compression · Cloth animation · Strain
limiting · Local cylindrical coordinate

1 Introduction

Virtual cloth has awide range of applications and attracts a lot
of attention in the computer graphics community. Although
cloth simulation techniques and the computational ability of
devices get largely improved in past decades, realistically
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reproducing the behavior of garments with fine details is still
computational costly, which makes it impractical for mobile
applications or those demanding for high frame rates. Thus,
it is an attractive scheme for many applications (e.g., virtual
reality, virtual try on and computer games) to compute the
animation on server side and transfer the results to the end
deviceswith limited computational ability for display only. In
this circumstance, since a large number of vertices is required
to represent delicate features such as wrinkles and torsional
folds, it is important to encode the mesh sequence in a very
efficient way: small data size, low decompression cost and
low latency.

There is already extensive research on compression of
mesh and animation. Most of them rely on the prior that the
motion is smooth or nearly rigid for a local patch of nearby
triangles. However, such a prior does not match the nature of
virtual cloth and its animation well: strong stretch stiffness
and weak bending stiffness make the triangles nearly rigid
individually but have strong variance of rotation. Therefore
the cloth animation generally exhibits complex and rapidly
changed local details in a nonlinear manner and is challeng-
ing for those compression methods.

Ourmethod is exactlymotivated by the above facts that the
triangles in the animated cloth are nearly rigid. The key idea is
to build a local cylindrical coordinate system for each triangle
of the animated mesh using a triplet: dihedral angle, changes
of radius and height respect to a reference mesh. Because of
the nearly inextensible property, only the dihedral angle may
have significant variance, while the other two components
are close to zero, which naturally provides a compact rep-
resentation for cloth animation. To fully exploit the power
of such a compact representation, we carefully analyze the
relationship between the reconstruction error and the three
channels of dihedral angle, radius and height increments, and
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provide a method to automatically decide an optimal setting
of number of bits for each channel.

Compared with previous techniques, our method achieves
better compression ratio under comparable accuracy for com-
mon cases. The benefit becomes especially significant when
the cloth gets involved in a violent responsive environ-
ment. Without complex process like multi-layer decompres-
sion [21,23], our approach is simple for implementation and
faster in both compression and decompression.

2 Related work

Researchers have made much efforts on efficient and real-
istic cloth simulation. Besides complex collision, the nearly
inextensible property also imposes big challenges for virtual
clothing. For the consideration of stability, implicit integra-
tor is usually adopted [4], but the numerical damping and the
cost of solving a large-scale poor-conditioned linear system
make it impractical for applications asking for high perfor-
mance, realistic effects and complex collision handling. To
improve the performance of the implicit integrator, Liu et
al. [14] proposed projective approach to alternatively update
the spring directions and vertex positions in a way very sim-
ilar to [8]. Contrast to those penalty-based approaches, some
methods use hard constraints on strain to remedy the prob-
lem of numerical instability [7,16,24]. Recently, Chebyshev
semi-iteration[27] is used to accelerate the convergence of
the above position-based and projective dynamics. However,
this method currently cannot integrate with collision han-
dling well, and runs at the risk of divergence. Some of the
techniques [28,30], try to save the computational cost by syn-
thesizing detailed wrinkles and folds, but the results are not
always realistic. More discussion on virtual clothing can be
found in a survey [25]. Roughly speaking, current approaches
either lack enough efficiency or enough realism.

Compressing meshes or mesh sequences have also been
explored before. People have proposedmany successful tech-
niques to compress the connectivity information [3,18]. Geo-
metric data are often much larger than the connectivity one.
The widely applied parallelogram prediction scheme [26]
works well for nearly regular and flat regions. Better com-
pression ratio could be achieved by using model-specific
prior. For instance, Shikhare et al. [20] proposed to discover
the similar patches in engineering models and remove such
redundancy. Some other methods, like the spectral-based
methods [11], apply a prior that the shape can be efficiently
represented in a low-dimensional linear subspace spanned
by the eigenvectors of mesh Laplacian. Similar priors were
widely used in many compression methods, even for anima-
tion sequence. Alexa et al. [2] used Principle Component
Analysis (PCA) on the shapes in the sequence. The method
of [19] combines the PCA with the clustering methods to get

localized bases. Methods based on skinning [10] also aim at
constructing effective subspace (or, namely, pose space [13]).
For better compression ratio, linear prediction coding has
been used along with PCA [12], skinning [15], etc. How-
ever, cloth animations contain many time-variant complex
details, which does not match the previous priors, and thus
makes it very difficult to efficiently find similar patches or
pre-compute an effective linear subspace. Our method also
takes a prior, inextensibility of the mesh, which is one of the
most significant property of clothes.

Some other animation compressionmethodsmainly focus
on designing effective predictors to explore the redundancy
in temporal or spatial domain. By assuming the velocity field
is spatially smooth, the technique of Dynapack [9] predicts
the vertex offset by a linear combination of its neighbor-
ing ones. This method is improved in [21] by a spatially
coarse to fine multi-layer predictor. Such methods assume
that the animation is smooth in both spatial and temporal
domain. Unluckily, such smoothness may be seriously vio-
lated in cloth animation due to complex collision, buckling
and external forces. The complex shape and violent dynamics
make it very difficult to design an efficient predictor. We also
noticed that dihedral angle has also been used to encode ani-
mation [22], but this method assumes that the dihedral angles
are almost constant from frame to frame, which contradicts
to the obvious fact that the dihedral angles are the main
DOFs for cloth animation. More recently, Stefanoski and
Ostermann [23] proposed a scalable predictive coding (SPC)
scheme, which decomposes the dynamic animation intomul-
tiple spatial and temporal layers, and employs prediction in
the space of the rotation-invariant coordinates compensat-
ing the local rigid motion. Later, the compression ratio of
SPC is improved by Bici and Akar [5] and Ahn et al. [1]
with some novel predictive scheme or spatial decomposi-
tion methods. However, these methods do not fully explore
the nature of cloth whose local rigidity assumption may not
be desirably satisfied by the violent cloth, directly impact-
ing the prediction accuracy of these methods. Besides, these
methods all need a fairly complicated spatial decomposition
algorithm, which involves intensive topological queries and
modifications, and bring in extra difficulties for implemen-
tation. Also, if the animated mesh has a very high spatial
resolution, the number of layers to be encoded is inevitably
increasing, leading to efficiency loss on both storage and
computation, especially not appealing for devices with lim-
ited capability like mobile phones.

3 Overview

A typical cloth simulation exhibits strong restrictions on the
in-plane deformation. Therefore, we adopt the Local Cylin-
drical Coordinate (LCC) to represent the geometry, where
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Fig. 1 The flowchart of our method. The components in light gray
blocks are the final data of compression. The arrows in double line
indicate the algorithm of Edgebreaker [18]

the dihedral angle component captures the main feature of
an animated cloth, and the shear- and stretch-related compo-
nents (radius and height) can be encoded by fewer bits.

Given a sequence of cloth animation composed of T
meshes with the same connectivity C, we denote its i-th
frame by fi = [vi1, vi2, . . . , viN ] ∈ R

3N , where N is the num-
ber of vertices and v stands for the three-dimensional vertex
coordinate. The animation sequence is then represented by a
3N -by-T matrixF = [f1, f2, . . . , fT ] ∈ R

3N×T . Each row of
F corresponds to one-component trajectory of a vertex. The
goal of our method is to efficiently compress such a matrix
F.

We first pick a reference meshM∗ with the same connec-
tivity C and vertex coordinates f0, which could be the first
frame of the animation, or a mesh isometric to the meshes in
the animation, e.g., the rest configuration of the cloth sim-
ulation. This mesh is compressed into byte stream ˜M∗ by
Edgebreaker [18] or other algorithms for a single mesh, and
decompressed back into a mesh ̂M∗.

As shown in Fig. 1, each frame in the animation is com-
pressed and decompressed individually, which is easy for
parallel processing and suitable for low-latency applications.
Let us denote the spanning tree ofmesh dual graph as g, while
three components of LCC as θ, r, z, respectively. Then, each
frame can be represented by the three vertex coordinates p
of the root triangle in g, dihedral angles θ , the changes of
radius r and height z in the local cylindrical coordinate sys-
tem respect to the reference mesh ̂M∗. An optional step of
temporal prediction can be used if the animation is smooth
enough. After quantizing these data, an entropy encoding
is applied to each frame for low-latency transmission and
response. Of course, one can also apply entropy coding to all
the data together for the highest compression ratio.

4 LCC-based coding of cloth meshes

In this section, we will elaborate our algorithms in details.

4.1 Spanning tree

Our method shares similarity to many previous methods that
each vertex is encoded based on the relative position to one
of its adjacent triangles. In order to visit all vertices without
repetition, we can build a spanning tree on the dual mesh and
traverse the tree in a given order. Both the tree in Edgebreaker
and a customized one built by users can be applied, and the
selection has no significant difference on results according to
the experiments. The tree and its traversal should be identical
in both procedures of compression and decompression for
all frames, which is easy to be satisfied by using a fixed tree
construction and traversal strategy based on the connectivity
only.

Starting from the root triangle, we first directly encode
its three vertex positions p, because geometry of the mesh
can only be determined by the dihedral angle, radius and
height up to a globally rigid transformation. Then, each ver-
tex except for the three of the root triangle will be encoded
just once during the traversal, which leads to N − 3 triplets
(θ, r, z), i.e., the LCC for the vertex.

4.2 Local cylindrical coordinates

A

B

C D

O

Z

i j
z
θ

r

Without loss of generality, suppose we are visiting face j
from face i in the same frame bounded by vertices A, B,C
(see the inset). A local cylindrical coordinate system can be
built according to the triangle �ABC : the origin O is set
to be the middle of the pivoting edge BC , whose counter-
clockwise direction in face i is the longitudinal axis direction
Z (blue arrow), and the polar axis (red arrow) is taken as the
cross product of Z and the normal of face i .

Under this coordinate system, it is a trivial task to convert
the Cartesian coordinates of vertex D into the LCC (θ, r, z).
To make radius and height components invariant under uni-
form scaling, we divide these two components by the average
edge length L of decompressed reference mesh ̂M∗. Such a
normalization also makes the unit change of angle (θ ) value
and the length (r, z) value results in comparable magnitude
of shape change. This nonlinear coordinates transformation
actually helps to orthogonally encode the in-plane and out-
of-plane local deformation. Most cloth animation follows
the inextensible property, so the radius and height compo-
nents have little variance. Figure 2 shows the distribution
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Fig. 2 The change of radius and height components fall in a much
smaller range compared with the angle component

of cloth animation (windy flag) with strain limited in range
[0.95, 1.05].

In other words, the information in terms of shape error
contained in radius and height components is much smaller
than the angle component, which implies that under the same
precision requirement,we canuse fewer bits to quantize those
components.

4.3 Quantization

In compression, we use a simple linear quantization function
q(x) = floor(2bx/σ) to quantize the floating number, where
σ is the absolute maximal approximate range of x and b is
the bit number used for quantization. The range of dihedral
angle can be directly set as [−π, π ], and to get the ranges of
other two channels of LCC, we can simply run the coding
algorithm for a few frames ahead to get the approximate
ranges.

To automatically find a good setting of bits for the chan-
nels, we need to estimate the error related to unit loss in
each channel. Under the assumption that the mesh is nearly
uniformwith average height L , which is usually true for high-
resolution detailed animation, the error per radian is just L .
Because we have divided r and z by L , the error of unit loss
in radius and height loss is also L . Therefore, to balance the
error per loss for the three channels, if the number of bits for
the dihedral angle channel is bθ , we set the number of bits brh
for both radius and height channels as

brh = bθ − �0.5 − log2(σ )�, (1)

where σ is themax of approximate range of radius and height
increments. From Fig. 3, one can roughly verify the above
equation. Beyond the above-recommended bits, the errorwill
not decrease significantly and vice versa.

This equation also indicates that the compression effi-
ciency of our algorithm is tightly related to the strain limiting.
Suppose that the cloth is very close to developable, e.g., tak-
ing the result from [6] as the input, we can use only dihedral
angles alongwith the root face positions to accurately encode
the geometry. Under loose strain limiting, the values of radius
and height components will distribute in a relatively larger
range, thus more bits are required for them.

Fig. 3 Fixing bθ , we change the brh and calculate the reconstruc-
tion error (defined in Eq. 2) of windy flag sequence with strain limits
[0.95, 1.05]. In this example, σ is found to be 0.0886128 thus the rec-
ommended bits difference is 3

Straightforward implementation of the above method will
lead to significant visual artifacts at the crossings of two
traversal paths because of the accumulated quantization error.
To address the problem, we propose to decompress the mesh
simultaneously along with the compression procedure. To
be more precise, when reaching an unvisited vertex dur-
ing compression, we evaluate and quantize its LCC, then
immediately compute the reconstructed vertex position. This
reconstructed vertex position will be used in the all of
the following local cylindrical coordinate system construc-
tions. This way guarantees that the decompression procedure
always uses an identical local coordinate system as compres-
sion. From another point of the view, the error of the local
cylindrical coordinate system caused by quantization will be
compensated by the difference of LCCs computed under the
different coordinate systems. The above scheme successfully
avoids accumulated error even the depth of the tree is large.

4.4 Temporal prediction

When the animation sequence is smooth enough, our method
can be also easily combinedwith temporal predictionmethod
to further improve the compression rate. For simplicity, we
just apply the temporal predictionmethod proposed in [23] to
the coordinates generated by our LCC spatial coding scheme.
Theirmethod builds a temporal prediction hierarchy and uses
the neighboring frames to predict the middle one recursively,
where each encoded LCC channel xi in frame m are given
by �x (m)

i = xi − (x̂ (l)
i + x̂ (r)

i )/2, where x̂ (l)
i and x̂ (r)

i are
the reconstructed values of LCC components of previous
and post-neighboring frames. However, when the animation
becomes violent, applying such temporal prediction scheme
could instead enlarge the variance of angle component with
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doubled range of [−2π, 2π ]. In such circumstance, the com-
pression ratio may be lowered down compared to the case
without temporal prediction (see Fig. 8). As shown in the
accompanying video, for physically plausible 25 fps anima-
tion, the motion of cloth is usually not very smooth. Apart
from losing such benefits for compression, the temporal pre-
dictionwill also limit the flexibility and efficiency for random
access of the sequence, which is proven to be important in
some applications like fast forward and random access of
the animation sequence. Therefore, the temporal prediction
is optional.

5 Implementation details and results

In this section, wewill first introduce the details of our imple-
mentation, and then show the results and comparisons.

5.1 Implementation details

To obtain the animation sequences, we use ARCSim [17,
29] without adaptive remeshing for cloth simulation. The
simulator performs a post-processing after the step of implicit
time integration to enforce strain limiting,which is controlled
by a prescribed parameter.

The pre-transmitted mesh ̂M∗ taken as the reference can
be either the rest configuration for simulation or the first
frame of the sequence. Since a flat plane can be very effi-
ciently compressed by Edgebreaker algorithm, to save the
storage for the reference mesh, we choose a planar one if it is
available and isometric tomeshes in sequence.Otherwise, for
simplicity, we pick the first frame as the reference one, and
encoding the remaining frames using ourmethod. Indeed, for
a relatively long sequence, the choice of the reference mesh
is not that important.

Since our coding algorithms are associated with a sim-
ple tree traversal on the dual mesh, generating the spanning
tree is the first step before the actual encoding and decoding
algorithms. For simplicity, we assign uniform weights on all
edges of the dual graph, extract the minimal spanning tree.
In such configuration, the experiments indicate that different
traversal orders (depth-first or width-first) have no significant
impact because the difference of compression ratio is usually
less than 5%. In our implementation, depth-first traversal is
adopted. For those highly irregular meshes, it is possible to
incorporate the geometry information of the reference mesh
to build a better structured tree and explore an optimal traver-
sal order for more efficient compression.

Our framework can be performed in both download and
stream mode for higher compression ratio and lower latency,
respectively. For the former mode, the encoder collects the
byte streams from all frames and compresses the whole. For
the later one, it just compresses the data frame by frame.

Although the download mode is able to achieve higher com-
pression ratio (about 15%), the decompression procedure
asks more memory than the stream mode, which may be
not desired in some applications running on a device with
limited resources.

5.2 Error metric

In order to measure the difference between the original
sequence and the reconstructedone,we adopt thewell-known
KG error proposed in [12] as the quality metric for compres-
sion. The error is defined as,

eKG = 100
‖F −̂F‖

‖F − E(F)‖ , (2)

where ‖.‖ is the Frobenius norm, F is a 3N × T matrix
encoding the geometry of the input mesh sequence and̂F is
the reconstructed sequence with the same size as F. E(F) is
an average matrix whose i-th column is

[x̄i , ȳi , z̄zi , x̄i , ȳi , z̄zi , . . . , x̄i , ȳi , z̄zi ]T ∈ R
3n,

where x̄i is themean value of all x coordinates in frame i , and
the same convention holds for ȳi and z̄i . To demonstrate the
relationship between KG error and visual quality, we sample
several frames from two reconstructed mesh sequences with
error magnitude ranging from 0.05 to 1. From Fig. 4, one
can see that results with error below 0.1 are almost visually
indistinguishable from the input one.

5.3 Comparisons

We compare our LCC-based coding with several widely
used methods for compressing a single mesh and animation
sequences. First of all, we compare our methodwith themost
intuitive way to compress the sequences by just simply quan-
tizing the Cartesian coordinates the vertices. Next, we apply
subspace method to encode the sequences and illustrate its
poor efficiency when applied on cloth animation. Finally, we
compare ourmethodwith several predictive codingmethods,
including single layer methods Edgebreaker [18], Dyna-
pack [9] and hierarchical method SPC [23]. Notice that our
algorithm can be performed in either streamable or download
mode.

We use two sequences as the benchmarks (see Fig. 5 top
two rows) in our experiment. One is an animation sequence
of a windy flag (4225 vertices, 8192 faces) with time-variant
wind forces exerted on the triangle faces. The other consists
of a piece of cloth (16641 vertices, 32768 faces) falling onto
a solid ball, involving frictions and collisions. Same to [23],
we also take bits per vertex per frame (bpvf) to character-
ize the compression ratio. For the uncompressed animation
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Fig. 4 The visual quality under different KG errors

data, each vertex has three Euclidean coordinates recorded
by single-precision floating numbers, thus the bpvf of the raw
animation sequence is 96.

As shown in the inset, comparing to directly quantizing the
Cartesian coordinates, our result is about three times better on
windy flag benchmarks, whichmatches the previous analysis
about the degrees of freedom in nearly inextensible clothes.

We also apply the PCA-based method [2] to construct
a linear subspace for the sequence of a windy flag. With-
out applying any quantization to the basis vectors U and the
corresponding coefficients q, we calculate the error of the
reconstructed result ̂F = Uq and plot the error curves w.r.t.
the varying number of bases. As shown in Fig. 6, the recon-
struction error does not decrease significantly as increases
the number of bases. Even using two-third of the full space
dimension (300 in this example), the KG error is still larger
than 0.2. If quantization is applied, it will be worse obvi-
ously. Although we do not make comparisons with other
subspace methods, e.g., skinning-based methods [10,15],
one can expect that finding a small set of prescribed lin-
ear bases to capture complex shapes in cloth animation is
extremely challenging.

We also compared our method with more complicated
modern techniques. As shown in Fig. 7, even under stream
mode and without temporal prediction, our method outper-
forms both Edgebreaker and Dynapack significantly. When
eKG ≈ 0.1, which is a typical tolerance of precision loss,

our compression ratio is two times higher than theirs. It is
interesting to see that Dynapack has similar performance to
Edgebreaker inwindyflag examplewhere themotion is fairly
violent, although it intensively uses the temporal coherence.
It is very likely that the cloth animations exhibit complex
and violent dynamics due to external forces and collisions,
which makes the linear predictor fail. Contrary to Dynapack,
ourmethodwithout temporal prediction does not directly use
the temporal coherence, but the LCC naturally and automat-
ically discovers the invariance of radius and height in cloth
animations.

We created more scenarios to compare our method with
SPC. In order to fully explore the performance of our algo-
rithm under different temporal smoothness of animation, we
generated a long animation sequence with small timestep of
windy flag consisting of 8192 frames via ARCSim simulator.
To obtain the sequences with different temporal resolution,
we uniformly sample the animation with different stride.
For simplicity, the temporal resolution of the resulting sub-
sequence is denoted by logarithm of downsampled frames
number, e.g., the sequence with 8192 frames has tempo-
ral resolution 13. The higher the temporal resolution is, the
smoother the animation sequence will be. Under different
temporal resolution, we compared the performance of SPC
method and our method with and without temporal predic-
tion, and the results are shown is Fig. 8.

When the animation is relatively violent (small temporal
resolution), our method without temporal prediction (labeled
as LCC) still achieves high compression ratio, while SPC
method has significant efficiency loss in such circumstance.
Applying temporal prediction in our method (labeled as
LCC.T) will improve the compression ratio when the tem-
poral resolution is larger than 8. Under KG error of 0.1, our
method (LCC or LCC.T) obviously surpasses SPC until tem-
poral resolution goes to 12, which is a very slow and smooth
motion. In our experiments, sequence with temporal resolu-
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Fig. 5 Reconstructed results
with KG error about 0.1
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Fig. 6 Complex wrinkles cannot be efficiently represented by smooth
PCA bases. The error distribution is shown for results using 50 and 200
bases

Fig. 7 The bpvf-KG curve of several methods on windy flag bench-
mark (top) and cloth falling benchmark (bottom)

tion between 9 and 10will generate themost plausible results
when played as video in 25 fps (see the accompanying video).
Therefore for most cloth animation with moderate and vio-
lent motion, our method is more attractive.

5.4 Timing

Whenusing ourmethodwithout temporal prediction, the data
for each frame are independent, thus the frames in an anima-

Fig. 8 bpvf-KG curve of our method (LCC, LCC.T) and SPC under
different temporal resolution

tion can be easily compressed and decompressed in parallel
(except the step of entropy coding under the downloadmode).
Like many other predictive methods, the major operation of
our algorithm is to traverse a spanning tree and apply some
coordinate transformation. Thus to offer a fair comparison,
we measure the timing of this step without applying any par-
allel acceleration.

As shown in Table 1, the compression and decompression
algorithms exhibit similar performance and can compress
(decompress) about 1k vertices in a millisecond. This is sim-
ply because both algorithms are only slightly different in
the coordinate transformation step during the tree traversal.
Obviously, the complexity of the algorithm is linear to the
number of vertices. For a highly detailed animation (dress)
using over 100 k vertices per frame, less than 100 ms is
enough for each frame.

According to the statistics in the paper [23], SPC achieves
46 fps decoding a model with about 16k vertices, while our
method can get about 100 fps under comparable mesh size,
which is two times faster than SPC in this scale.

6 Conclusion and future work

This paper has proposed a new representation for cloth
animation based on local cylindrical coordinates (LCC).
LCC is suitable for cloth animation compression because
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Table 1 Timing for geometry compression (comp.) and decompression
(decomp.) on a workstation equipped with a 12-core Intel(R) Xeon(R)
E5-2609 CPU with 1.90 GHz

Animation Windy flag Cloth falling Dress

#vert 4225 16641 104482

#frames 300 250 300

comp. tims (s) 1.13 3.61 32.0

decomp. time (s) 1.0 2.6 27.0

comp. #vert/ms 1118 1154 980

decomp. #vert/ms 1268 1600 1161

Just one thread is used

the dihedral component of LCC describes the main fea-
ture of the animation sequence, while the radius and height
components are nearly constant, which implies very strong
temporal coherence that a few bits are enough for their
quantization. Straightforwardly applying LCC would cause
significant error accumulation. To solve this problem, we
compensate the error when calculating the coordinates using
a simultaneously decompressed mesh. Based on the anal-
ysis or error per loss in quantization, we also provide
a scheme to automatically decide the setting of bits for
different channels. Experimental results show that the pro-
posed method outperforms many methods even without
delicately exploiting the temporal coherence because our
method automatically discovers the strong temporal coher-
ence of radius and height. When the cloth animation is
fairly smooth, the temporal prediction can help to further
improve the compression rate as our experiments indi-
cate.

One limitation is that our method cannot exploit the spa-
tial coherence, which means that the compression ratio may
be low if the triangles are much smaller than the granu-
larity of wrinkles. Besides, our method currently cannot
automatically determine the optimal bits for encoding the
LCC channels when a certain KG error is given as the upper
bound. Running much more test cases and analyze the bits-
error curves may help to obtain some practical guidance.
Lastly, we just use a simple linear temporal predictor to
exploit the temporal coherence. Although in many applica-
tions, the spatial and temporal resolutions of mesh sequence
will be minimized under acceptable visual quality for the
sake of efficiency, it is still an interesting future work to
find effective spatial and temporal predictors based on the
characteristics of dihedral angle component for general cloth
animation.
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